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 Linear  model

Response
variable

Explanatory variables         Parameters Noise



Linear model

n observations p explanatory 
variables



Revision of linear models



Linear model, 
covered in Semester 1 

(Regression and 
Simulation Methods)





What happens when this 
matrix is singular?

Ridge regression
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Lasso (Semester 2 – Modern 
Regression and Bayesian Methods)



Lasso (Semester 2)
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Ridge regression Lasso

1/λ



Classical Lasso

Methodology 
covered in detail 
in Semester 2 of 

the Statistics 
stream







A
g

e 
fr

om
 c

ar
b

on
 d

at
in

g

True calendar age



Linear interpolation
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H=10

H=50 H=100

H set by AICC



Embedding population 
dynamics models in 

inference 



AIM
A generalized methodology for 

defining and fitting matrix 
population models that 
accommodates process 

variation (demographic and 
environmental stochasticity), 
observation error and model 

uncertainty



States

We categorize animals by their 
state, and represent the population 

as numbers of animals by state.

Examples of factors that determine state:
age; sex; size class; genotype;

sub-population (metapopulations);
species (e.g. predator-prey models,

community models).



States
Suppose we have m states 
at the start of year t.  Then

numbers of animals by state are:
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NB:  These numbers

are unknown!



The BAS model

where
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Leslie matrix

The product BAS is a Leslie projection matrix:
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Observation equation

ttttE nOθny =),|(

e.g. metapopulation with two sub-populations, 
each split into adults and young,

unbiased estimates of total abundance 
of each sub-population available:
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Fitting models to time series of data

• Kalman filter

Normal errors, linear models

or linearizations of non-linear models

• Markov chain Monte Carlo

• Sequential Monte Carlo methods



Elements required for Bayesian 
inference

)(θg Prior for parameters

)|( 00 θng pdf (prior) for initial state

),,...,|( 01 θnnn −tttg pdf for state at time t 
given earlier states

),|( θny tttf Observation pdf



Bayesian inference

Joint prior for     and the     : 
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Generalizing the framework

)|( Mθg Prior for parameters

),|( 00 Mθng pdf (prior) for initial state

),,,...,|( 01 Mθnnn −tttg pdf for state at time t 
given earlier states

),,|( Mθny tttf Observation pdf

)(Mg Model prior



Generalizing the framework

Replace

by

where

tttt nPθnn =+ ),|(E 1
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and    is a possibly random operator)(, ⋅tkP



NB: for statistics students, more advanced and more
specific skills are taught in APTS workshops:
https://www2.warwick.ac.uk/fac/sci/statistics/apts/ 

https://www2.warwick.ac.uk/fac/sci/statistics/apts/




Regression and Simulation Methods

The prerequisite for Modern Regression and Bayesian Methods is 
Regression and Simulation Methods (or equivalent)



The first half of semester 1 (Regression and Simulation Methods) 
will be run as an online video course.  It covers what for most will
be revision.  We ask you to check the material covered.  If any of

it is unfamiliar, you can view the relevant lectures, and attempt the
related tutorial questions.  Tutorial help will be arranged locally.





Modern regression and Bayesian methodsRegression and simulation methods



Regression and simulation methods



Regression and simulation methods



Regression and simulation methods



Nonlinear 
transformation

Regression and simulation methods



Regression and simulation methods



Regression and simulation methods



Modern regression and Bayesian methods



Modern regression and Bayesian methods



Modern regression and Bayesian methods



Modern regression and Bayesian methods


